Abstract A third of adults in America use the Internet to diagnose medical concerns, and online symptom checkers are increasingly part of this process. These tools are powered by diagnosis models similar to clinical decision support systems, with the primary difference being the coverage of symptoms and diagnoses. To be useful to patients and physicians, these models must have high accuracy while covering a meaningful space of symptoms and diagnoses. To the best of our knowledge, this paper is the first in studying the trade-off between the coverage of the model and its performance for diagnosis. To this end, we learn diagnosis models with different coverage from EHR data. We find a 1% drop in top-3 accuracy for every 10 diseases added to the coverage. We also observe that complexity for these models does not affect performance, with linear models performing as well as neural networks.

Introduction
As of 2019, over one-third of adults in the USA turn to the Internet to find an answer to their medical concerns. While the majority of online access to care is through popular search engines – 1% of Google search queries have a medical symptom in them – online symptom checkers offer patients more directed information for guiding medical decision-making. In these online tools, patients input their initial symptoms and then proceed to answer a series of questions that the system deems relevant to those symptoms. The output of these online tools is a differential diagnosis (ranked list of diseases) that helps educate patients on possible relevant health conditions. Online symptom checkers are powered by underlying diagnosis models or engines similar to those used for advising physicians in “clinical decision support tools”; the main difference in this scenario being that the resulting differential diagnosis is not directly shared with the patient, but rather used by a physician for professional evaluation.

Diagnosis models must have high accuracy while covering a large space of symptoms and diseases to be useful to patients and physicians. Accuracy is critically important, as incorrect diagnoses can give patients unnecessary cause for concern. However, inferring clinical diagnoses in user-directed, online settings is non-trivial. User-reported symptoms can be vague and under-specified, creating challenges for capturing and disambiguating fine-grained symptoms. Using machine learning to map complex sets of symptoms to diseases entails a fundamental trade off between coverage and accuracy: in order to understand as much as possible, we would want to increase coverage, but increasing coverage may introduce more neighboring symptoms and conditions, affecting accuracy.

To the best of our knowledge, this paper is the first in studying a central aspect of any automated diagnosis model: the trade-off between the number of diseases covered by the model and its performance for diagnosis. Intuitively, it is easier to train a high accuracy model for discriminating between a small number of possible diseases. However, this setting is misaligned with practice, where physicians are trained to diagnose a variety of common diseases while still being able to recognize a wide range of rarer diseases and clinical presentations that require urgent evaluation. Diagnosis models need to emulate a physician’s broad diagnostic reasoning so that accuracy does not come at a high cost of being lower utility to a patient.

To study this trade-off, we need a scalable way to learn models for diagnosis with expanding disease coverage, which requires a large collection of clinical vignettes. Clinical vignettes are descriptions of patient cases that are often used for medical education. For our purposes, clinical vignettes include symptoms, clinically significant findings (history of diabetes), and diagnosis. We obtained our clinical vignettes from electronic health records (EHRs), which provide a more efficient and scalable approach than using curated clinical vignettes as in Razzaki et al. Extracting good clinical vignettes from EHRs is challenging due to heterogeneous structure of EHR data. Diagnosis labels on EHR data are often based on ICD codes which are primarily used for billing. Substituting single billing codes for diagnosis as ground truth diseases can be misleading as multiple codes may represent the same presentation or group of symptoms for a diagnosis. Vice versa, the findings associated with one particular code can be very different from the findings associated with a different code, even if they are coding for the same base diagnosis. For example, while “pneumonia”
and “tuberculosis pneumonia” are both related to pneumonia, they can have very different associated symptoms.

The aim of this paper contrasts with previous works\textsuperscript{3,4} where the emphasis was on benchmarking symptom checkers. These papers reviewed the performance of several symptom checkers but did not explore the impact and trade-offs associated with the number of disease and symptom targets in the benchmark dataset. While Razzaki et al.\textsuperscript{3} mentions using a probabilistic graphical model that was manually tuned using manually curated clinical vignettes, there was little clarity on which diseases and symptoms were modeled.

To summarize, the main contributions of our work include:

- Introducing and analyzing the importance of the trade-off between the number of disorders and the accuracy of diagnosis models in user-facing settings. Experimental results show that an increase in 10 diseases considered can cause an approximately 1\% drop in top-3 accuracy.
- Introducing a methodology for building scalable patient-facing symptom checkers from electronic health records.
- In our problem formulation, increasing model complexity had little impact: linear models performed as well as overparameterized neural networks.

Related Work

Modeling differential diagnosis: Early models for diagnosis were doctor-facing AI expert system models (c.f. Mycin\textsuperscript{5}, Internist-1\textsuperscript{6}, DXplain\textsuperscript{7} and QMR\textsuperscript{8}) with the goal to emulate physicians’ medical diagnostic ability. These systems have two components: an expert-curated knowledge base and an inference engine that is manually optimized. The inputs to these systems are clinical findings, which are used to derive a differential diagnosis based on the inference engine acting on the knowledge base\textsuperscript{9}. These models were later interpreted within a probabilistic formulation to model uncertainty in differential diagnosis\textsuperscript{10}. In this formulation, diseases and their presentations form a bipartite probabilistic graph with the conditional probabilities and priors derived from the variables in the expert system. However, exactly computing the posterior distribution over the diseases based on the observations (input findings) is intractable in these models, and so the emphasis of this line of work has been on approximate probabilistic inference, including Markov chain Monte Carlo stochastic sampling\textsuperscript{11}, variational inference\textsuperscript{12} and/or learning a recognition network\textsuperscript{13} by exploiting various properties (e.g. sparsity) of the instantiated graph.

While our paper is also focused on generating a differential diagnosis based on an input set of findings, we differ in two ways: first, we want to use the resulting model in a patient-facing scenario (e.g. online symptom checker) where the input to the system is constrained to a set of findings gathered directly from a non-expert (non-physician) user. Second, we want to investigate the challenges in learning a diagnosis model based on clinical cases from EHR data, as opposed to manually curating a diagnosis model.

Machine learned models from EHR The increasing availability of EHRs has led to surge of research in learning diagnostic models from patient data. In Wang et al.\textsuperscript{14}, a multilinear sparse logistic regression model is used for disease onset prediction. In Rotmensch et al.\textsuperscript{15}, a probabilistic noisy-OR model was learned to infer a knowledge graph from electronic health records, which can be used for diagnosis, similar to probabilistic inference in expert system. More recently, emphasis has been placed on directly learning diagnostic codes (ICD) predictions using deep neural networks, either instantaneously or through time (c.f.\textsuperscript{16–20} and references therein).

In Rajkomar et al.\textsuperscript{19}, a machine learned model was proposed to predict ICD codes from both structured and clinical notes in EHR. Similarly, Liang et al.\textsuperscript{20} introduced a model for predicting ICD codes for pediatric diseases with the provision that appropriate organ systems most relevant for the clinical case are manually designated for training.

Our work differs from these studies in two ways: first, we are interested in models for diagnosis that output the pertinent diagnosis in a manner that is useful to the patient, where it corresponds to a disease as a whole instead of only to an ICD code. For example, ‘acute otitis media’, or the common ear infection is more useful as a grouping of ICD codes (H65.1, H66.0, H65.0, H66.0) in a patient-facing setting than each ICD code alone. In the latter case, patients do not need to understand the difference between suppurative vs non-suppurative, they just would know they have an ear infection. Second, we would like the model to take as inputs the symptoms reported by the patients. Note
that none of these approaches have been applied to the online telehealth setting where the patient using the system
have no lab results or have a physical exam done.

In another recent work\textsuperscript{21}, there were early results to show how knowledge from clinical expert systems can be com-
bined with data from EHR to learn models for diagnosis. Similar to our setup, this paper also used diagnosis labels.
However, the experiments that involved EHR was done on a small-scale corresponding to seven easily discernable
diseases from clinical notes of patients admitted in the hospital. In contrast, we are interested in understanding the
trade-off between accuracy and coverage.

**Evaluation of symptom checkers:** In a recent study in Semigran et al.\textsuperscript{4}, diagnosis and triage accuracy of over 50
competing symptom checkers are evaluated. This provides a useful benchmark study for use for subsequent studies.
Since then, there have been subsequent studies comparing the accuracy of the symptom checkers against the gold-
standard performance of human doctors on the same test set\textsuperscript{3}.

In Razzaki et al.\textsuperscript{3}, a hand-coded probabilistic model (explicit details of the model are not provided in the paper) is
manually tuned. In particular, an iterative procedure is used to manually tune the parameters of the graphical model,
based on curated clinical cases. This can potentially explain the high accuracy on the test set especially since the details
on the setup are not provided, such as how broad their coverage was of the diseases or findings in their underlying
model. For our paper, we use the same evaluation set as that provided in Semigran et al.\textsuperscript{22} but do not use any manually
curated clinical cases or perform manual tuning; instead we train machine learning models for diagnosis with the goal
to understand the trade-off and fidelity of these models.

**Methods**

**From electronic health records to medical diagnosis training data**

Electronic health records (EHRs) provide access to large sets of patient-level clinical information, including patients
symptoms and their corresponding diagnosis. This data can be useful for training models for medical diagnosis;
however, this data is also extremely noisy. For instance, patients can present with complex medical histories and co-
morbid diseases yielding a constellation of findings, all of which can be associated with multiple diagnoses. Moreover,
patients have several visits over time, complicating the demarcation between the start and end of a disease.

We use electronic phenotyping\textsuperscript{23} to identify patients with diseases of interest. The phenotypes that defines a disease is
assumed to be known. Algorithm\textsuperscript{3} outlines our approach to phenotyping and clinical case generation.

The “phenotype” of disease $d$ (phenotype($d$)) is the set of codes that distinctly identify the disease state. We re-
present the entire EHR in temporal order where data is organized by patient and by time. Each patient may have
different types of records, including encounters (visits with the doctor), medications, labs etc. For a patient $p$, let
$\mathcal{T}_p = [e_{1,p}, \ldots, e_{t,p}]$ represent their timeline (chronological ordering) of their $t, p$ encounters. The method IDENTIFY-

\begin{algorithm}
\caption{Algorithm for constructing clinical cases for a single disease.}
\begin{algorithmic}
\State **Input:** A disease $d$, its phenotypes phenotype($d$) and EHR: \{$\mathcal{T}_p$\}, resolution time $\tau$
\State **Output:** A set of clinical cases $\mathcal{D}_d = \{(x_1, d), \ldots, (x_T, d)\}$ corresponding to disease $d$.
\State $\mathcal{D}_d \leftarrow \emptyset$
\State $\mathcal{P} \leftarrow$ IDENTIFY-PATIENTS(\{$\mathcal{T}_p$\}, phenotype($d$)) \{Select patients that have diagnosis d.\}
\For {$p \in \mathcal{P}$}
\State $(t_{s,p}, t_{e,p}) \leftarrow$ RESOLVED-DISEASE-TIME-WINDOW(p, $\mathcal{T}_p$, phenotype($d$), $\tau$)
\State $x \leftarrow$ EXTRACT-FINDINGS($t_{s,p}$)
\State $\mathcal{D}_d \leftarrow \mathcal{D}_d \cup (x, d)$
\EndFor
\end{algorithmic}
\end{algorithm}

PATIENTS in Algo.\textsuperscript{3} identifies all the patients in the EHR who satisfy the following two criteria: (1) the patient $p$
has an encounter $e_{k,p}$ with at least one property in phenotype($d$) satisfied and (2) $e_{k,p}$ is an out-patient visit to mimic
typical conditions encountered in a telehealth setting. For a condition to be identified as resolved, we assume that
the patient has no follow-up after the diagnosis, for $\tau$ days (see illustration in Figure\textsuperscript{1}). The method RESOLVED-
DISEASE-TIME-WINDOW identifies the temporal window of encounters for the patient $p$ that satisfies phenotype$(d)$ and has not followed-up in the medical system for $\tau$ days, which is shown as the “phenotype-present” period below. We assign all the encounters within that temporal window to that diagnosis, assuming that the last visit corresponds to resolution of the condition. Figure 1 provides as quick overview of valid and invalid encounters for a disease phenotype.

Once the encounter window is identified, the next step is to derive from that window a training example. EHR records may contain both unstructured clinical notes as well as structured data that captures information such as chief complaint, medications, lab orders or candidate diagnoses for that encounter. The unstructured clinical note provides more detailed description of both subjective and objective components, assessment and plan, and is particularly important for capturing all the subjective content related to the patient visit. We use the clinical note corresponding to the first visit of that temporal window for the diagnosis ($e_{k-1,p}$ in the Fig. 1).

**Figure 1:** Examples of four different patient scenarios for creating model training data from electronic health records. The disease time window is defined by the set of sequential encounters, $e_i,p$, corresponding to the phenotype of interest, $p$. Scenario C is discarded as an encounter because a different phenotype, $q$, is present within resolution period, $\tau$.

The first visit clinical note enables identifying the main chief complaints and history of present illness that eventually led to the diagnosis. The subsequent notes tend to focus on other clinically relevant measurements including laboratory measurements and imaging that are not available in a patient-facing interview situation. The EXTRACT-FINDINGS method takes clinical note as the input and returns a set of patient-facing symptoms present in the note. Internal to this method is access to universe of symptoms that can be asked in a patient-facing setting. The implementation of this method involves two stages: First, an in-house machine learned model does named entity recognition to identify entities in clinical text. Next, a smart lookup based method is used to constrain the entities to those are applicable in a patient facing setting (answerable by the user).

**Constructing the training dataset** We considered a dataset of outpatient primary care patient visits at Stanford Health Care from February 2015 to November 2016. We restricted to only patients in the age range of 18-50 years to limit the effect of co-morbidities and chronic conditions. We generated clinical cases pertaining to each disease according to algorithm 1 using their corresponding phenotypes. To confirm disease resolution, we use $\tau = 30$ days as the duration without a follow-up.

To represent a broad set of differential diagnoses, we included approximately 160 diseases from a wide variety physiological categories (endocrine, cardiovascular, gastrointestinal, etc). We also ensured disorders have varying urgency - some could be treated at home while others required immediate attention by a physician. While we excluded very rare diseases, the disease set generally had a wide range of prevalence. The ICD-9 and ICD-10 codes that represented each disease phenotype required manual curation by medical experts. Although a disease could clearly be related to many ICD codes, not all of those codes reflect a typical manifestation for a disease and we chose the most generic code(s) to represent the disease. For example, the disease ‘pericarditis’ can have several representations including...
I31.9 for ‘Diseases of the pericardium, unspecified’, I30 for ‘Acute pericarditis’ and I01 for ‘Rheumatic fever with heart involvement’. For our use case of patient facing diagnosis, we choose only the codes that correspond to typical presentation of the disease in its acute form without comorbidities or concurrent pathologies. This would mean that we would exclude I01 for acute pericarditis because its underlying cause is Rheumatic fever.

The resulting dataset had 79,355 patients, covering 103,989 encounters of 164 diseases of interest. On average, there were 1.8 valid encounter windows. Each clinical case constructed had 14.75 positive and 8.1 negative findings. Negation of findings were found using NegEx\textsuperscript{24}. 10% of patients and their encounters were held as validation set for model tuning, and the remaining 90% were used for model training. In the Results section, we describe the evaluation set used for model evaluation.

There is a large class imbalance in the dataset as some diseases were more prevalent than others. Therefore, we adopted the following strategy for data balancing during training: we limited the maximum number of examples per disease to be 3000 through undersampling. For diseases that have less than 3000 examples, we up-sample with replacement.

To study the trade-off between the accuracy of the diagnosis model as a function of the number of diseases, we constructed the following derived datasets: $D_0$, $D_{+20}$, $D_{+40}$ and $D_{+60}$. $D_0$ corresponds to the dataset with labels that are of interest. In our setting, we used the diseases that are part of the Semigran evaluation set (discussed in evaluation dataset in Results section) as $D_0$. The subsequent datasets correspond to adding training cases for additional diseases (+x) to $D_0$ and 20 extra diseases over $D_{+x-20}$. As example, $D_{+40}$ corresponds to the dataset with 40 extra labels (diseases) over $D_0$ and 20 extra labels over $D_{+20}$. The training cases for a label is same across datasets. Curated by the medical team, these additional diseases satisfy at least one of two properties: (a) it is a disease that may need to be ruled out when considering a differential diagnosis from $D_0$ or (b) it is a common disease in a tele-health setting.

**Models**

We are interested in a machine learned approach that takes symptoms as input and outputs a ranked list of diagnoses (differential diagnosis). Ideally, we can formulate this as a ranking problem, with rank-ordered training labels. However, electronic health records often provide the set of diseases in differential diagnosis but they are not always correctly ordered. Therefore, we formulate differential diagnosis as a classification task, and use the output scores from the model to rank the diagnosis.

Let $S = \{s_1, \ldots, s_K\}$ be the universal set of $K$ symptoms that can be elicited from the patients. Let $Y = \{1, \ldots, L\}$ correspond to $L$ diagnoses that are of interest.

We assume access to a labeled data set of $N$ clinical cases, $D = \{(x_1, y_1), \ldots, (x_N, y_N)\}$. For each case $n$, $y_n \in Y$ is corresponding diagnosis for the case. Each element $x_{n,j} \in \{-1, 0, 1\}$ represents whether the symptom $x_j \in S$ is present (1) absent (-1) or unknown (0) in the corresponding $n^{th}$ patient. Note that the vast majority of symptoms are unknown in each clinical case, yielding a sparse representation.

The goal is to learn a function from $f : \mathcal{X} \rightarrow \mathcal{Y}$ that minimizes empirical risk: $\min_{f \in \mathcal{F}} \sum_{n=1}^{N} \delta(y_n, f(x_n))$, where $\delta : \mathcal{Y} \times \mathcal{Y} \rightarrow R$ measures the loss incurred in predicting $f(x_n)$ when the true label is $y_n$. During evaluation we use 0/1 loss and during training we use the surrogate cross entropy loss between the delta one-hot encoding of $y_n$ and the output softmax probability vector provided by the function $f$. Note that having a binary 0/1 loss is a simplification and we would ideally have a loss function that is cost-sensitive: for instance, misdiagnosis of disease that needs urgent care can lead to bad outcomes.

We experimented with different well-studied classification models, including multiclass logistic regression and multilayer perceptron with and without distributed representation (using embedding layer) for symptoms, in order to study the hypothesis of whether a non-linear model that takes into account dependencies between symptoms are more effective for this task.

**Multiclass logistic regression:** This model learns a linear mapping between $z$ and label $y$, with the mapping function defined by:

$$P(y = k | s, W, b) = \frac{\exp(b_k + z(x).w_k)}{1 + \sum_j \exp(b_j + z(x).w_j)}$$

(1)
where \( \mathbf{w}_j \) is a vector of weights, \( b_k \) is the bias for the \( k^{th} \) class and \( \mathbf{z}(\mathbf{x}) \) is featurized representation of inputs \( \mathbf{x} \).

In our setting, \( \mathbf{z}(\mathbf{x}) \) is a binary feature vector that is \( 2 \times |\mathcal{S}| \) to model presence and absence of symptoms. One can also think of using \( |\mathcal{S}| \) dimensional ternary vector corresponding to presence, absent, and none. In practice, we found that the clinical notes may specify the same symptom as positive or negative in different regions of the clinical note. For instance, a person coming in with no fever may be asked to follow-up when he or she has a fever. This means that in the note ‘fever’ is mentioned in both senses; however, there is only one valid sense, in this case absent. We decided to model present and absent symptoms separately to let the machine learned model infer the correct predictor from the model. We leave as a future work to design models that can discern if the symptom is present or absent or unknown in the patient, based on the entirety of the clinical note.

**Deep neural networks:** These models can automatically capture higher order relationships of symptom-symptom interactions through layers of interaction between variables. We experimented with two versions of the deep neural networks - the basic multi-layer perceptron (MLP) and an extension that uses embeddings to represent the symptoms in continuous space (MLP-embedding). MLP uses the same input representation as logistic regression but with an architecture of two fully connected layers with a rectified linear (ReLU) activation, as opposed to single layer of connections through \( \mathbf{W} \) as in logistic regression. In the case of MLP-embedding, we learn separate embeddings for the present and absent symptoms. The architecture of the MLP-embedding model includes the embedding layer for the inputs, followed by average embedding which are then passed through two layers of fully connected layers with ReLU non-linearity. Dropout layers and L2 regularization are used for controlling model capacity.

All models are trained with minibatches of size 128 using stochastic gradient descent with initial learning rate of 0.01 and momentum 0.9. All parameters of the model are updated at each step of the optimization. The parameters, including embeddings, are initialized randomly. The hyperparameters are tuned using the validation set; however for the given model architecture, we did not find substantial difference in parameters.

**Evaluation dataset and metrics**

**Evaluation dataset:** The experiments were evaluated on the following datasets:

- **Semigran:** This a dataset made available as part of study in Semigran et al.\(^{22}\) where over 50 online symptom checkers were evaluated. This dataset consists of 45 standardized patient clinical vignettes, corresponding to 39 unique diseases. We used the simplified inputs provided along with the clinical vignettes, as previously used in other studies.

- **EHR test:** To validate the generalization of the model to a different time period, we constructed a test set from EHR corresponding to a different time period of Feb 2017-Nov 2017. This test set is constructed following the same approach that is used for training set construction. We restricted to only those diagnosis labels as in Semigran to understand the difference in performance and also transfer learning capability of the trained model. This resulted in 20,771 cases for the 39 unique diseases.

We want to emphasize that while Semigran dataset is publicly available and there have been studies on evaluating the symptom checkers on this dataset\(^{3,4,22,25}\), none of the studies discuss the underlying model or the finding/diagnosis space in which the model operates.

**Metrics:** We are interested in a metric that is valuable in deployment contexts; in particular, to aid doctors and patients in creating a differential diagnosis so that the relevant diagnoses are considered within a small range of false positives. For this purpose, we report top-k accuracy also known as recall@k (\( k \in \{1, 3, 5, 10, 20\} \)), or sensitivity in medical literature.

\[
\text{top-k} = \text{recall@k} = \frac{\sum_{t=1}^{T} \sum_{j=1}^{K} \left[ \mathbf{y}(t)[j] = \mathbf{\hat{y}}(t)[j] \right]}{T},
\]  

(2)

where \([a = b]\) is the Iverson notation that evaluates to one only if \(a=b\) or else to zero. \( \mathbf{\hat{y}}(t)[j] \) is the \(j^{th}\) top class predicted from a model when evaluating test case \(t\).
Results

Learning diagnosis model from EHR The goal of this initial set of experiments is to establish the applicability of the diagnosis models learned from electronic health records to patient-facing situations.

Table 1 shows the accuracy of the models trained using \(D_0\) on the evaluation datasets. The results show that we can learn a model from EHR that generalizes to new datasets. Note that in this experiment, both the training set and the evaluation set have the same diseases as labels. Also, all the three machine learned models have similar performance, and this trend continues for larger number of diseases. In our setting, linear models are as effective as neural net models, and this makes sense given that the input space is high dimensional and very sparse.

In the table we also report results from Fraser et al.\(^{25}\) where twenty medical experts studied each case in entirety (some cases include more information such as labs that are not available in patient facing applications) and came to consensus, showing that the top-3 accuracy is still not at 100%, showcasing the difficulty of agreeing on diagnoses even by human experts.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Approach</th>
<th>top-1</th>
<th>top-3</th>
<th>top-5</th>
<th>top-10</th>
<th>top-20</th>
</tr>
</thead>
<tbody>
<tr>
<td>EHR test</td>
<td>LR</td>
<td>54.19% (.32)</td>
<td>79.03% (.25)</td>
<td>88.16% (.18)</td>
<td>95.30% (.10)</td>
<td>98.9% (.06)</td>
</tr>
<tr>
<td></td>
<td>mlp</td>
<td>56.11% (.55)</td>
<td>82.11% (.38)</td>
<td>90.79% (.22)</td>
<td>96.99% (.11)</td>
<td>99.38% (.02)</td>
</tr>
<tr>
<td></td>
<td>mlp-Embedding</td>
<td>53.16% (.94)</td>
<td>79.03% (.57)</td>
<td>88.52% (.42)</td>
<td>96.00% (.27)</td>
<td>99.19% (.06)</td>
</tr>
<tr>
<td>Semigran</td>
<td>experts(^{23})</td>
<td>72.1%</td>
<td>84.3%</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>LR</td>
<td>50.67% (1.86)</td>
<td>75.11% (1.86)</td>
<td>82.22% (1.56)</td>
<td>88.45% (1.99)</td>
<td>91.55% (1.86)</td>
</tr>
<tr>
<td></td>
<td>mlp</td>
<td>48.44% (3.65)</td>
<td>69.78% (2.53)</td>
<td>77.33% (2.89)</td>
<td>84.89% (2.89)</td>
<td>90.22% (1.25)</td>
</tr>
<tr>
<td></td>
<td>mlp-Embedding</td>
<td>48.89% (3.51)</td>
<td>69.33% (1.85)</td>
<td>76.45% (1.99)</td>
<td>87.11% (3.97)</td>
<td>92.0% (3.71)</td>
</tr>
</tbody>
</table>

Table 1: Model trained on \(D_0\). Top-K accuracy on evaluation set. Standard deviation across 5 random initialization is provided in ()

We also want to call out that the results from the study in Semigran et al.\(^{22}\) that releases this evaluation set; the average performance of the online symptom checkers is at 50% in top-20 for Semigran. In a recent study\(^3\), results were provided for only 30 clinical cases. When extrapolated, assuming remaining 15 cases were wrongly diagnosed, their top-1 accuracy is at 46.6% and top-3 and 64.67%. None of these papers discuss the actual number of diseases and findings that are available to the model used for diagnosis, which makes it difficult for us to make a direct comparison.

It was also interesting to note that there is no significant improvement in performance as we increase the complexity of the model. We also refer readers to the supplementary section of Rajkomar et al.\(^{19}\) where similar observation was made: a simple linear model gave most of the accuracy and ensembling with non-linear deep nets provided small improvement gains. Since our goal is to understand the performance trade-off, we did not focus on ensembling.

<table>
<thead>
<tr>
<th>Disorder</th>
<th>Top positively weighted symptoms</th>
<th>Top negatively weighted symptoms</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lumbar strain</td>
<td>low back pain, back pain, lifting, NSAID use</td>
<td>NOT low back pain, NOT numbness, antibiotics, NOT back pain</td>
</tr>
<tr>
<td>Meningitis</td>
<td>headache, neck stiffness, shunt, paralysis</td>
<td>NOT nystagmus, NOT neck stiffness, alcohol intoxication, never smoker</td>
</tr>
<tr>
<td>Peptic ulcer disease</td>
<td>abdominal pain, epigastric pain, black stool, anxiety</td>
<td>rash, acute, allergy, chills</td>
</tr>
<tr>
<td>URI</td>
<td>cough, throat pain, congestion, nasal congestion</td>
<td>NOT fever, NOT exudate, abdominal pain, recent</td>
</tr>
<tr>
<td>Acute pharyngitis</td>
<td>throat pain, exudate, swollen glands, fever</td>
<td>NOT exudate, NOT cough, NOT fever, NOT nasal congestion</td>
</tr>
<tr>
<td>UTI</td>
<td>dysuria, urinary frequency, sexual intercourse, antibiotics</td>
<td>NOT blood in urine, NOT flank pain, NOT flank tenderness, NOT back pain</td>
</tr>
</tbody>
</table>

Table 2: Symptoms with largest learned weights from the logistic regression model trained on \(D_0\)
strategies. In Table 2, we present the top-4 symptoms with largest positive and negative weights learned by the logistic regression model. The model has learned to hone in on symptoms that are predictive of the underlying disease.

**Diagnosis accuracy vs. disease coverage** Figure 2 compares the performance for models trained on different training data splits from $D_0 \cdots D_{+100}$. Top-k accuracy decreases for all $k$ and for both test sets as the number of additional diseases is increased in the training set. This decrease in accuracy is largest for top-1 accuracy, which drops from 49.6% to 33% on average, and smallest for top-20 accuracy, which drops from 90.8% to 83.6% on average.
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**Figure 2**: Comparing performance of different methods on training diagnosis models with labels restricted to diseases in **Semigran**. Error bars over 5 different random sampling of the additional disorders being added, while keeping the random seed fixed. We found similar trends with the neural network model that uses embedding, and do not show results due to space constraints. Error bars computed on 5 different random choices of the additional diseases added.

We can characterize the slope of the above lines according to $A_k = \beta_D |D_k| + \beta_M$, where $A_k$ is the top-k accuracy, $|D_k|$ is the number of additional diseases added to the disease space, $\beta_D$ is a coefficient for the size of the disease space and $\beta_M$ is a coefficient for the model architecture. We can see from tbl. 3 that all top-k accuracies drop with increasing number of diseases as shown by negative values for $\beta_D$. This drop is most significant for top-1 accuracy where the addition of every additional disease results in a drop of 0.156% points in accuracy as represented by $\beta_D$.

<table>
<thead>
<tr>
<th>Top K</th>
<th>$\beta_D$</th>
<th>Std. Err.</th>
<th>t-value</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Top-1</td>
<td>-0.156</td>
<td>0.010</td>
<td>-15.52</td>
<td>$\leq 2e$-16</td>
</tr>
<tr>
<td>Top-3</td>
<td>-0.104</td>
<td>0.0078</td>
<td>-13.47</td>
<td>$\leq 2e$-16</td>
</tr>
<tr>
<td>Top-5</td>
<td>-0.102</td>
<td>0.0071</td>
<td>-14.41</td>
<td>$\leq 2e$-16</td>
</tr>
<tr>
<td>Top-10</td>
<td>-0.092</td>
<td>0.0074</td>
<td>-12.45</td>
<td>$\leq 2e$-16</td>
</tr>
<tr>
<td>Top-20</td>
<td>-0.070</td>
<td>0.0056</td>
<td>-12.40</td>
<td>$\leq 2e$-16</td>
</tr>
</tbody>
</table>

**Table 3**: Regression coefficients demonstrating the change in top-k accuracy for each additional disease added to the disease space. We find decreasing accuracy, represented by a negative $\beta_D$, across all models.

These results have an important consequence. The evaluation set is fixed and corresponds to a small set of diseases...
that are of interest. The models are trained with increasing coverage of diseases (trained using $D_0$ to $D_{+100}$), to reflect the need to increase model’s ability to diagnose more diseases when deployed. However, from Figure [2] we can see that the performance of the models on the fixed evaluation set drops as we increase the coverage of diseases (trained from $D_0$ to $D_{+100}$) at a rate of 1% for every 10 diseases for top-3 accuracy.

Discussion

The results from this paper shed light on important considerations when we build and evaluate machine learning based models for diagnosis:

- Machine learning models are typically tested on the data points with the same set of labels for which the model is trained on. There is an inherent assumption that when deployed, the inputs can also be classified in the same label space. This assumption is immediately invalidated in symptom checkers where the patient may have any of the thousands of diseases possible. When we train classification models only for diseases of interest (e.g. diseases that can be treated in a tele-health setting), they can have better performance that are not in line with the application of building patient-facing system; moreover, these performance metrics do not hold when deployed. Hence, when classification models are evaluated, they need to specify coverage and how that coverage affects model performance.

- Another important take-away is with regards to model class. As discussed earlier, deep neural networks models have been successfully used in modeling data from EHR\textsuperscript{16, 19, 21}. There can be potentially other ways of representing our problem in which neural networks may outperform. In our context, where the input is very sparse binary variables, our experiments suggest linear model has sufficient power to learn the mapping function between symptoms and diseases.

Conclusion

We outlined the importance of understanding the trade-offs between the number of disorders considered and the accuracy of diagnosis models in user-facing settings. We studied this trade off using diagnosis models trained from electronic health records. In performing the research, we created a method for training set construction for acute diseases from EHR. Our results show that there is 1% drop in top-3 accuracy for every 10 diseases added to the diagnosis engine’s coverage. We also observe that in models learned from symptoms, model complexity does not matter and linear models do as well as more complex neural network models. Given the large number of diseases to model, an alternative approach is to not only model diseases of interest but simultaneously model out-of-domain or in-the-wild inputs\textsuperscript{26}. This would allow diagnosis model to confidently predict for only small number of diseases and be explicit about its inability to predict a diagnosis when the model is unable to make confident predictions.
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